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Abstract:  This paper describes the development of an integrated physical model for the radio

frequency (rf) diode sputtering of metal thin-films.  The model consists of:  (1) a computational

fluid dynamic finite element model for the velocity and pressure distribution of the working gas

flow (Argon) in the chamber, (2) a steady-state plasma model for the flux and energy of Ar ions

striking the target and the substrate, (3) a molecular dynamics (MD) sputtering model for the

energy distribution, angle distribution, and yield of the sputtered atoms (Cu) from the target, and

(4) a Direct Simulation Monte Carlo (DSMC) model for the transport of Cu atoms through the

low-pressure argon gas to the deposition substrate.  The individual models for gas flow, plasma

discharge, Cu sputtering, and DSMC-based Cu atom transport are then integrated to create a

detailed, steady-state, input-output model capable of predicting thin-film deposition-rate and

uniformity as a function of the process input variables: power, pressure, gas temperature and

electrode spacing.  Deposition rate and uniformity in turn define the characteristics of thin films

exploited in applications, for example, the saturation field for a giant magneto-resistive

multilayer. The paper also describes the development of an approximate input-output model

whose CPU time is several orders-of-magnitude faster than that of the detailed model.  Both

models were refined and validated against experimental data obtained from rf diode sputtering

experiments.
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1. Introduction

The development, computational implementation, and integration of the appropriate physical

models for rf diode sputtering, calibrated and refined using appropriate experimental results, can

be used to effectively reduce time consuming and costly trial-and-error in the design, operation,

and control of deposition systems for the fabrication of reliable, high-quality metal thin-films.

Therefore, we describe the development and subsequent integration of reactor-scale models for

the primary physical phenomena - gas flow, plasma discharge, sputtering and atom transport –

constituting rf diode sputtering/deposition for fabricating thin metal films, for example, those

exhibiting giant-magneto-resistance (GMR). The resulting integrated input-output model is

capable of predicting thin-film deposition-rate and uniformity, two important microstructure

performance measures for the GMR process, as a function of the input variables: power,

pressure, gas temperature and electrode spacing. These performance measures in turn define

well-known device characteristics such as the saturation magnetic field, Hsat, and GMR ratio [1].

The paper is organized as follows. In Section 2 we briefly describe the rf diode sputtering

process for metal thin-film fabrication and the reactor scale models of interest. We then develop

and show relevant results for the fluid flow model, the plasma model, the sputter model, and the

Direct Simulation Monte Carlo (DSMC) atom transport model in Sections 3, 4, 5, and 6,

respectively.  A detailed (but slow) integrated, steady-state, input-output model for rf diode

sputtering for growing GMR films that results from the integration of these individual models is

described in Section 7. An approximate input-output model of rf diode sputtering that provides

accurate predictions of process performance several orders-of-magnitude faster than the detailed

model is also described in this section. The approximate model, once it has been refined and

validated with experimental data, is shown to be useful for performance sensitivity analysis of
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deposition-rate and uniformity with respect to input power, pressure, temperature, and electrode

spacing. Sensitivity results are given in Section 7, and in Section 8 we show how these

sensitivity results can be used to derive set-point control tolerances for the critical thin-film layer

in an actual diode-sputtering process. The paper concludes in Section 9 with a summary of the

reported work and a brief indication of needed future research.

Due to space limitations we only provide the main equations and, at most, one representative

result for each model described below. Detailed development of and extensive results for each of

the individual models are documented in [2,3].

2. The Rf Diode Sputtering and Deposition Process

A schematic diagram of the chamber for rf diode sputtering is shown in Figure 1.  The chamber

depicted in this figure represents the essential elements of the Perkins-Elmer PE 2400 sputtering

system used by Nonvolatile Electronics (NVE), where the experimental work described here was

performed. We have focused on the sputtering and deposition of copper (Cu), mainly because

experimental data for the purposes of model validation was more readily available for Cu thin

films. In the fabrication of GMR thin films a variety of targets, for example, CuAgAu and

CuNiFe, are used.

The targets for sputtering are mounted at the top while the wafer on which the thin-film is

deposited is mounted at the bottom of the chamber.  (At any given time during the deposition

process only the target directly above the substrate is active.) Argon (Ar) gas at low pressure,

typically in the range 20-50 mTorr, is pumped into the chamber, and an rf capacitive plasma

discharge is generated and maintained between the target electrode and the wafer (substrate)

electrode by means of a power supply and rf matching network.  Argon ions formed in the
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plasma bombard the Cu target and sputter (eject) Cu atoms that are then deposited on the wafer

substrate.

The proper characterization and quantification of the physical phenomena taking place inside the

sputtering chamber requires the following models:

(1) a computational fluid dynamic (CFD) finite element model for the velocity and pressure

distribution of the Argon (Ar) gas flow in the chamber,

(2) a steady-state plasma model for the flux and energy of Ar ions striking the target and the

substrate,

(3) a molecular dynamics (MD) sputtering model for the energy distribution, angle distribution,

and yield of the Cu atoms sputtered from the target by the Ar ions, and

(4) a binary collision theory (BCT) based Direct Simulation Monte Carlo (DSMC) model for the

transport of Cu atoms through the low-pressure argon gas to the deposition substrate.

These models will be described in the next four sections.

3. Fluid Model

The computational fluid dynamic (CFD) finite element model simulates the argon flow in the

chamber between the target and substrate and yields the resulting gas velocity and pressure

distribution. The finite element analysis was based on well-known continuity, momentum, energy,

and state equations for compressible fluid flow given in [4].  For the chamber operating conditions

and input flow rates of interest the principal physical equation is the following vector Navier-Stokes

momentum equation:

( ) ( ) FV
V +µ∇=∇+ρ 2p

Dt

D
    (3.1)

where DtD  represents the substantial derivative with respect to time t; V, p, and F are,
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respectively, the velocity vector, pressure, and the resultant external force vector at a generic

point (x, y, z) in the fluid.

Both incompressible and compressible viscous fluid flow models were developed in ADINA-F, a

commercial finite element software package, and then used to simulate the gas flow inside the

chamber.  A representative finite element simulation result for the 3-d flow-field in the region of

interest between the target and substrate is shown in Figure 2.

Based on numerical simulation results such as the one shown in Figure 2, the maximum magnitude

of the gas velocity in the region of interest between the electrodes is approximately 0.01 m/sec., and

the pressure inside the chamber is approximately constant, with variations of less than 0.01% of the

mean pressure. Extensive mesh refinement studies for tetrahedral and hexahedral finite elements as

well as for incompressible and compressible flow were performed to establish the convergence of

the finite element solutions and therefore the fidelity of the simulations.

4. Plasma Model

The primary function of the steady-state plasma model is to predict the flux and energy of Argon

ions striking the target and the substrate for specified values and ranges of input variables such as

applied power and Ar gas pressure.

The input rf power Pabs applied to the target electrode a and the substrate electrode b (see Figure

1), results in the formation of a “bulk” plasma (in the region between the electrodes) containing

an equal density no of Ar ions and electrons, with thin “electron-free” regions called sheaths near

each electrode.  For the range of pressures of interest, 20-50 mTorr, the mean free path of the Ar

ions is less than the sheath thickness implying that the ions are subject to one or more collisions

as they traverse the sheath. For this condition, the sheath is said to be “collisional”. Two
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important variables characterizing the plasma are the thicknesses sma and smb and the voltages Va

and Vb of sheath a and sheath b, respectively.

The inputs to the plasma model are as follows: p, the argon gas pressure (Torr); Pabs, the input

power (W); l, the distance between electrodes (m); Aa, the target electrode area (m2); Ab, the

substrate electrode area (m2); T, the gas temperature (K);  ω, the rf current frequency (rad/sec);

As, the substrate area (m2).  Well-known expressions for physical variables of interest in plasma

discharge analysis such as the mean free path λi of the Ar ions, the electron-neutral Ar collision

frequency νm, and the ratio ( )os nn  of Ar ions at the sheath edge to the Ar ions in the bulk

plasma are given in [5]. The so-called “self-consistent” uniform symmetric model for a

capacitative parallel-plate rf plasma discharge given in [5] has been extended to the asymmetric

case of unequal target and substrate area as described below.  (The simplifying assumptions

made in the formulation of the self-consistent model are given in [5].)

The average sheath voltages, aV  and bV are related to the areas of the sheath as follows:

       ( ) q
abba AAVV ==γ

∆
/    (4.1)

where the exponent q can typically take values between 1.5 and 4 depending on operating

conditions [2, 4].

The outputs of interest, the Ar ion flux and the Ar ion energy, are computed from a nonlinear

algebraic model based on the three energy balances described below.

The first energy balance, accounting for the fact that the rf power Pabs supplied to the plasma

goes into heating up the plasma, is simply

Pabs  = Sabs,a Aa + Sabs,b Ab  (4.2)

where Sabs,a  and Sabs,b  are, respectively, the power loss per unit area corresponding to  sheath a

and sheath b, and Ab and Aa are, respectively, the areas of sheaths a and b.
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The second energy balance relates to the power loss per unit area at each sheath, Sabs,a  and Sabs,b.

(The subscripts a and b are omitted below.)  For each sheath, Et, the total energy lost per ion lost

from the system, is given by

Et  = Ec + 2Te + Ei  (4.3)

where  Ec is the collisional energy lost per creation of an electron-ion pair, 2Te is mean kinetic

energy lost per electron striking the electrode (based on a Maxwellian distribution), and Ei is the

mean kinetic energy per ion striking the electrode. The ion current density J at each sheath is

given by

  J = ensus (4.4)

where e is the charge on an electron, ns  the density of Ar ions at the sheath edge, and us the

velocity of the ions at the sheath edge.  The power loss per unit area, Sabs, corresponding to each

sheath is

         Sabs  = JEt  = ensus (Ec + 2Te + Ei)  (4.5)

For a collisional sheath,

Ei  = V  = .78 V1  (4.6)

where V  is the average sheath voltage, and V1  is the peak sheath voltage.

For the third energy balance, we first note that the so-called electron power loss Se , i.e., that part

of the total power-loss Sabs associated with all collisions involving electrons, is given by

          Se  = ensus (Ec + 2Te).  (4.7)

Se is, in general, due to the following causes: ohmic heating in the bulk plasma Sohm,p,   ohmic

heating in the sheath Sohm,s, and stochastic heating in the sheath Sstoc,s.  In terms of these

quantities Se can be expressed as follows [2]:

Se  = Sohm,p/2 + Sohm,s + Sstoc,s  (4.8)
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Combining equations (4.5) - (4.8), we obtain for each sheath

Sabs  =  (Sohm,p/2 + Sohm,s + Sstoc,s) 







+

+
ec TE

V

2
1 (4.9)

Equation (4.9) can then be used in equation (4.2), once for each sheath. The basic parameters and

variables for the plasma discharge enter equation (4.2) through highly-nonlinear equations for

Sohm,p, Sohm,s, and Sstoc,s given (as functions of these variables) in [2,5].  The iterative process used

to solve for the sheath thicknesses and sheath voltages, Ar ion densities, and Ar ion velocities is

documented in [2].

The output quantities of interest from the plasma model are J, the ion current density, given by

(4.4) and εic, the energy of the ions when they strike the electrode, given by

 εic = 0.62 ( λ i/sm) V    (4.10)

The steady-state plasma model resulting from the set of highly nonlinear equations described

above was coded in Xmath, a commercial package for systems and controls simulation.  The

plasma model was refined and validated against experimental results on an actual rf diode-

sputtering chamber.  Figure 3 shows that simulation results for the bias voltage between the

electrodes, which is the magnitude of the difference between the two sheath voltages, as a

function of pressure are in close agreement with experimental measurements on the NVE

chamber.  A typical model simulation result from the plasma model, shown in Figure 4, indicates

that increasing the input power significantly increases ion current density (or ion flux).  An

extensive set of important simulation results, including the effect of power and electrode spacing

on ion current density and ion energy, are documented in [2,3].
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5. Sputter Model

When energetic Ar ions bombard a copper target, some of the atoms are sputtered (ejected) from

the copper surface.  The sputter yield Y and the distribution of the energy εcu and angle αcu of the

sputtered Cu atoms as a function of the energy εi and incident angle θ of the Ar ions striking the

target are computed based on a molecular dynamics sputter model that simulates Ar impacts with

the Cu target [6].  (The model also accounts for the effect of the texture of the target surface on

the outputs of interest.) The inputs to the sputter model are the ion current density J, and the

mean ion impact energy εic, which are the outputs of the plasma discharge model.

The ion energy εi is assumed to have the following Rayleigh distribution [2] with mean value εic

equal to the ion energy computed in the plasma model:

                                                   ( ) 22xxexP −=                                                                      (5.1)

where x = εi/εic is the ratio of the incident ion energy to the computed mean ion energy.

The sputter yield, Y (εi ,θ), i.e., the number of copper atoms sputtered by each argon ion, is given

by [2],
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where θm =50.0°, θ0 =19.9°, λ = 3.23, a = 3.7, α = 360.0, and β = 0.85.

Probability density functions for the energy εcu and angle αcu of the sputtered Cu atoms are given

in [2].
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6. DSMC/BCT Transport Model

An atomistic scale DSMC model based on three-dimensional biatomic collision theory (BCT)

was developed for simulating the transport of copper atoms inside the low-pressure argon

chamber. The BCT code tracks individual metal atoms through the background gas from the

sputtering target (source) to deposition substrate with the atom trajectories being determined by

binary collisions. The code follows Cu atoms one at a time from the sputtering target to the

substrate or out of the modeled volume. During transport modeling, Cu atom collisions with

individual “background” Ar gas atoms are simulated at intervals determined from mean free path

calculations, with each collision event being treated as an elastic, momentum transferring event

which changes the velocity vector of the Cu atom. The model simulates a neutral,

monoelemental, monatomic background gas atom interacting with a neutral, monoelemental,

monatomic sputtered atom. The physical and computational details of the DSMC/BCT model

can be found in [7]. The key calculations of the model, briefly described below, are (a)

computation of the mean free path, and (b) calculation of the Cu atom velocity vector following

a collision with the background gas atom.

The assumptions associated with the DSMC/BCT model are:

•  The copper - argon interactions are purely elastic.

•  The directed momentum transfer cross-section employs the purely repulsive Universal Poten-

tial to describe copper - argon interaction.

•  Background gas atom velocities can be described using a Maxwell-Boltzmann distribution.

The point at which a collision between the sputtered atom and the background gas atom occurs

can be determined from a calculation of the atom’s mean free path λ, which, for an atom



11

traveling in a gas whose velocity distribution follows a Maxwell-Boltzmann distribution, is given

by [8, 9]

dApN

RT

σ
=λ

2
      (6.1)

where R is the Universal gas constant (8.3145 J/(mol K)), T is the average carrier gas

temperature along the Cu atom’s path of travel (K), p is the average carrier gas pressure along

the Cu atom’s path of travel (Pa), NA is Avogadro’s number (6.0221x1023 atoms/mol), and σd is

the directed momentum transfer cross-section for the specific gas/sputtered atom combination.

Of the variables included in equation (6.1), the directed momentum cross-section σd is the most

challenging to determine [10,11,12]. An important parameter in the determination of σd is χ, the

deflection angle for either atom (involved in a binary collision) in the so-called “center-of-mass

(CM)” reference frame.  The following approximation for σd was used [7]:

( ) 2
maxbd π≅σ                                                   (6.2)

where bmax is defined as the atomic separation at which a Cu-Ar interaction generates an angular

deflection χ equal to 0.01 radians. Determination of bmax allows σd and in turn λ, the mean free

path, for any given collision event energy to be calculated [7].

The second major calculation of the BCT model involves determination of the Cu atom velocity

vector after collision with an argon atom. The velocity vectors of the two atoms prior to the colli-

sion event, the relative velocity of those atoms, the mass of the atoms and the form of the

interaction potential represent the critical inputs to the well-known “collision” equation given in

[13] describing the velocity vector for the Cu atom after a collision. The difficult part of solving

this equation is the determination of the unit vector no, the direction of travel of the Cu atom
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after the collision, which depends upon the interaction potential used. The details of the

determination of no are provided in [7].

One important result of sputter atom transport simulation using the DSMC/BCT model is the

deposition efficiency defined as the fraction of the total number of atoms sputtered from the

target surface that actually reach the wafer surface.  Figure 5 shows that simulation results for

different conditions of pressure p, gas temperature T, and electrode spacing l, all lie on a single

curve when the deposition efficiency is plotted against a single parameter pl/T. This result can be

explained as follows: the deposition efficiency decreases as the number of collisions undergone

by the sputter atom increases.  The number of collisions is proportional to l, the electrode

spacing, as well as to the density of the gas, which in turn is proportional to p/T. Therefore, the

number of collisions is proportional to the product of p/T and l, the abscissa of the graph shown

in Figure 5, and as pl/T increases, the deposition efficiency decreases.

From the ideal gas law, it is known that the argon atomic density is proportional to the quantity

pl/T.  Two other important simulation results of the DSMC/BCT model, documented in [3], are

the radial distribution of Cu atoms arriving at the wafer surface, which is a measure of the

uniformity of the thin-film deposited on the substrate, and the distribution of energy of the

sputter atoms reaching the substrate at various pressures. It is useful to note that at pressures

above 10 mTorr, typical for diode sputtering, most of the sputtered atoms reaching the wafer are

thermalized [3].

7. Integrated Flow/Plasma/Sputter/Transport Model

The individual models for gas flow, plasma discharge, Cu sputtering, and DSMC based Cu atom

transport were integrated to create the detailed Virtual Integrated Prototype (VIP) depicted in
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Figure 6, which shows how the various individual models and their respective inputs and outputs

are interrelated. Also shown in this figure are the overall inputs, overall outputs and useful

intermediate results of the VIP.  A simplified steady-state model was obtained by approximating

the results of the fluid, plasma, sputter, and DSMC models with appropriate nonlinear curve-fits.

This approximate model, coded in C, generates the required results in seconds, therefore

facilitating quick exploration of the design space.

The approximate integrated model was refined and validated against experimental results

performed using the NVE chamber. Figure 7 shows that the approximate model yields results for

the deposition rate as a function of power which are in good agreement with experiments.

Simulated sensitivity results from the integrated model are shown in Figure 8 in which the

deposition rate is plotted as a function of the main input variables: power, gas pressure, gas

temperature and electrode spacing.  The results in Figure 8 show that increasing the input power

can significantly increase the deposition rate. Sensitivity results for the effect of the input

variables on the film thickness uniformity across the substrate are documented in [2,3].

8. Set-Point Control Tolerances

One important application of the approximate integrated I-O model, described in this section, is

in the determination of the allowable tolerances on the process input variables in order to meet a

specified manufacturing tolerance on film thickness.  For example, a critical layer in the GMR

process is the Cu thin-film whose thickness must be 15Å with a tolerance of 0.25Å. The nominal

deposition rate is 190 Å /min; therefore, a 15 Å layer takes 4.74 seconds to deposit.  The

processing time in order to be within the thickness tolerance specifications must be 4.74 ± 0.08

seconds.  Based on the steady-state sensitivities obtained from the plots shown in Figure 8, the
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following tolerances (with respect to the nominal values shown) in each input variable will result

in a 0.25Å variation in film thickness in a nominal deposition time of 4.74 seconds:

Power = 175 ± 3.50 W (2.0 %), Pressure = 20 ± 0.28 mTorr (1.4 %),

Temperature = 400 ± 6.2 K (1.6 %), Electrode Spacing = 3.81 ± 0.060 cm (1.6 %).

The results of this sensitivity analysis reveal that very small changes in the input process

parameters can cause the film thickness to exceed acceptable tolerance limits.  Therefore,

extremely tight control of inputs such as pressure and power is crucial to maintaining run-to-run

repeatability.

9. Conclusion

Reactor models for the principal physical processes involved in rf diode sputtering have been

developed and then integrated into a detailed steady-state input-output model of the GMR

process from plasma discharge through sputtering and atom transport to deposition.  An

approximate model derived from the detailed model was partially validated against experimental

data, and then used for performance sensitivity analysis of deposition-rate and uniformity with

respect to input power, pressure, temperature, and electrode spacing. The use of sensitivity

analysis for predicting control-loop tolerances has been demonstrated.  A preliminary rapid VIP

of the diode sputtering system has been developed based on the gas flow, plasma, sputtering, and

atom transport models. The approximate model and VIP can be used for exploring the input-

output operational design- space and for feedback and run-to-run control of the process.

Recent and ongoing work in the development and use of reactor models address the following

issues: a “collisionless” plasma model for gas pressures below 10 mTorr; refinements to the

DSMC model; thermal modeling of the chamber to quantify the spatial temperature variations in
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the chamber; and run-to-run control of deposition rate and uniformity. These issues as well as a

more detailed exposition of the models and virtual prototypes described above will be the subject

of future papers.
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Figure 1. Schematic depiction of the GMR chamber used by NVE
(PE2400 Sputtering System)
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Figure 2. Flow field between the target and the substrate (CFD model)

Target

Substrate

Speed (mm/s)
17.5
15.0
12.5
10.0
  7 .5
  5 .0
  2 .5
  0 .0



19

Figure 3. Experimental validation of the plasma model
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Figure 4. Effect of power on the ion current density (Plasma model)
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Figure 5. Deposition efficiency calculated from DSMC transport model
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Figure 6. Virtual integrated prototype for GMR

Plasma CFD-FE DSMC

Ar-Gas Velocity, Pressure, and Temperature

Ar-Gas
Pressure,

Temperature
Sputter ed
C u-Atom

Flux ,
EnergyGEOMETRICAL:

Spacing be tween  
Electrodes

ELECTRICAL:
Power

INPUTS

FLUID:
Ar-Gas Pressure,
Velocity,  an d 
Temperature at Inlet Deposition Rate

Linearized Model

Unifo rmity

OUTPUTS

Distribution of Ar-Gas Velocity, 

Radial Distri bution  of Cu-Atoms

Pressure, and Tempera ture

Cu-Atom Deposit ion 
Efficiency

between Target and Substrate

Ar-Ion F lux, Curren t&Energy

Sputtered Cu-Atom Flux&Energy 

Bias Voltage 
Cu -Atom  Dep osit ion
Energy & Ang le Distribution

INTER MEDIATE  RESULTS

dy
duG=



23

Figure 7.  Experimental validation for deposition rate vs. power (Integrated model)
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Figure 8. Sensitivity of deposition rate to the input process variables (Integrated model)


